Optical efficiency of far-infrared photoconductors
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We report an experimental and theoretical study to optimize the geometry of far-IR photoconductive detectors with diffraction-limited throughput. Factors considered in this optimization include internal optical path relative to measured absorption length, photoconductive gain, uniformity of illumination, cosmic ray cross section, and compatibility of the design with the requirements of 1- and 2-D arrays. A rod-shaped detector geometry with square cross section, electrodes on the lateral faces, and a beveled backface to trap the radiation by total internal reflection was found to have nearly equal responsivity to the best detectors in integrating cavities.

I. Introduction

Photoconductive detectors made from germanium doped with acceptors such as gallium and beryllium are used when sensitive far-IR measurements are made over the wavelength range from 30 to 240 μm. The most stringent requirements on detector sensitivity are encountered in connection with space astronomy experiments which employ cooled optics. Projects such as the proposed NASA Space Infrared Telescope Facility (SIRTF) require both 1- and 2-D arrays of carefully optimized extrinsic Ge photoconductors with diffraction-limited throughput.

An overall optimization of all parameters of such photoconductive detectors is a very complicated task. The detector size, shape, materials parameters, operating temperature, and bias must be selected to optimize the required combination of responsivity, detection quantum efficiency, dark current, and cosmic ray cross section. In this paper we restrict our attention to an optimization of the size and shape of these detectors.

To proceed with this more limited goal, we must identify the ways in which the important figures of merit depend on detector dimensions. We will show that the optimization of detector size and shape can be carried out independently of other material and operating parameters once the required throughput and absorption length for IR in the material are known.

To minimize limitations due to amplifier noise at very low illumination it is necessary to maximize the responsivity, which is the ratio of photocurrent $I$ to the incident photon rate $N$. The responsivity can be written as a product of the electronic charge $e$, the photoconductive gain $g$, and the responsive quantum efficiency $\eta_R$:

$$I/N = eg\eta_R.$$  \hspace{1cm} (1)

The photoconductive gain is defined as the ratio of the carrier lifetime to the transit time between the electrodes which are separated by the distance $d$. The dependence of $g$ on detector dimensions arises from the transit time. If parameters such as doping, temperature, and bias field are kept fixed, the simplest (uniform field) models of detector operation predict that gain varies as $d^{-1}$. More realistic models, which predict a nonuniform field distribution in the direction of current flow, also suggest that $g$ will increase with decreasing $d$.

The responsive quantum efficiency $\eta_R = \epsilon_o\epsilon_c$ can be written as the product of the optical efficiency $\epsilon_o$ with which incident photons are absorbed and the efficiency $\epsilon_c$ with which absorbed photons liberate mobile carriers. The optical absorption efficiency $\epsilon_o$ depends on detector dimensions in a straightforward way. It can be made large by minimizing reflection loss at the entrance to the detector and by selecting detector dimensions so that the optical path inside the detector is longer than the absorption length. The efficiency of generation of free carriers depends only on material parameters such as the cross section for the generation of free carriers compared with the total cross section which also includes contributions from the excitation of electrons into bound states and from the generation of phonons. These parameters influence the selection of the best acceptor density and thus help to determine the absorption length but do not otherwise affect our optimization.
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In many detector applications, amplifier noise can be reduced below photon noise and intrinsic detector noise, so the detective quantum efficiency $\eta_D$ becomes an important figure of merit. The noise equivalent photon rate in a photoconductive detector can be written in terms of this parameter:

$$NEP = (4N/\eta_D)^{1/2}.$$  \hfill (2)

The detective quantum efficiency $\eta_D$ is equal to the responsive quantum efficiency $\eta_R$ if there are no noise mechanisms in addition to photogeneration of carriers and the resulting recombination. If there are additional noise mechanisms, $\eta_D < \eta_R$. We have already discussed how $\eta_R$ enters our optimization. Detector dimensions must be selected to minimize excess noise mechanisms. Mechanisms to be considered include possible contributions to the dark current due to surface currents and noise phenomena which arise from nonuniform illumination or nonuniform electric field distributions transverse to the direction of current flow.\(^2\)

In space experiments, cosmic rays can interfere significantly with the desired performance of photoconductive detectors. High energy photons and charged particles create electron–hole pairs in detector material which cause both noise and an enhancement in detector responsivity.\(^3\-\)\(^5\) Detector size should be minimized to avoid these effects.

Several other factors also favor small detector size. Decreasing the interelectrode distance increases the photoconductive gain. Uniform illumination is more easily achieved in small detectors. However, detector size can only be reduced subject to the need to accept and absorb the incident photons. Also, there can be practical limitations to the smallest detectors that can be fabricated.

The acceptance area of the detector is determined by the required throughput and the focal ratio of the feed optics. For projects such as the multichannel imaging photometer for SIRTF, the angular diameter of the pixels is $\sim \lambda/D$ (or $\lambda/2D$ when the focal plane must be fully sampled to obtain superresolution). For a focal ratio of $f/3$, for example, pixels for $\lambda = 100 \mu m$ have diameters of 300 $\mu m$ (or 150 $\mu m$). Focal ratios should be chosen large to minimize detector dimensions, subject to the constraints set by optical aberrations and the ability to fabricate small detectors.

In addition to the pixel diameter, optimum detector geometry depends on the absorption length for infrared in the detector material. The dominant absorption mechanism is proportional to the product of the absorption cross section and the density of the majority impurities. The majority impurity density should be large subject to the constraint that dark current must be avoided. In Ge:Ga, for example, an acceptor concentration of $N_A \approx 2 \times 10^{14}$ cm$^{-3}$ is safely below the threshold for a significant dark current due to hopping conduction.\(^6\)\(^7\) The possibility of other dark current mechanisms and their dependence on $N_A$ has not been adequately explored. As we will show, this acceptor concentration yields an absorption length of $\sim 5$ mm at 100 cm$^{-1}$, which is the peak of the photoconductive response of Ge:Ga in zero stress. Optical paths of this order in the detector are required to obtain efficient absorption. The optimum absorption length is not well known for Ge:Be or stressed Ge:Ga detectors but could be significantly different.

The responsivity of a photoconductive detector depends on the bias voltage. The optimum bias voltage is in turn sensitive to the acceptor concentration $N_A$, the compensation ratio $K$,\(^1\)\(^6\)\(^7\) and the amount of breakdown noise that can be tolerated.\(^1\) This complicated behavior does not influence the optimization of the size and shape of detectors made from a given material, except through nonlinearities in the dependence of photoconductive gain and breakdown voltage on the interelectrode distance.\(^1\) In principle, the trade-off between optical efficiency and photoconductive gain could lead to different optimum interelectrode distances for low background applications where amplifier noise is important and high background applications where amplifier noise is not important. In practice, these dependences are weak; so our optimization experiments are carried out for a single interelectrode distance to avoid confusion in selecting comparable bias field conditions for detectors with different separations.

We conclude from this analysis that if we are given the required pixel diameter and the optimum absorption length, we can find an optimum shape and size for far-IR photoconductive detectors without reference to other material or operating parameters. In this paper we explore this optimization for $0.5 - 1.0 \mu m$ pixels and an absorption length of 5 mm. Our results can be scaled to other values of these parameters. To avoid chaotic phenomena,\(^1,\)\(^2\) we choose to consider only geometries for which the photocurrent is uniformly distributed. That is, we require that the detector material be nearly uniformly illuminated and that the detector cross section parallel to the electrodes be constant.

Detectors made from materials such as extrinsic Si, for which the absorption length is comparable to or less than the pixel diameter, often make use of IR illumination through a transparent front electrode. Despite major advantages for the fabrication of arrays, this geometry does not appear competitive for materials with long absorption lengths because of the large sacrifice in photoconductive gain.

We have compared two generic detector geometries. One is a flat rectangular detector in a metallic cavity with electrodes on the broad faces, such as the one shown in Fig. 1(a). The other is a rod-shaped detector with square cross section which has electrodes on two of the lateral faces, such as is shown in Fig. 1(b). This detector is illuminated on one end; the other end is beveled so as to trap the radiation by total internal reflection. We use the term end-fire to describe this detector. Both detector designs are well known to the far-IR detector community, but there is no consensus as to which is preferable. We have not been able to identify the origins of either of these designs.
II. Measurements of Absorption Length

The absorption length, or its reciprocal, the frequency-dependent absorption coefficient $\alpha(v)$, is an important parameter for detector material. We have used measurements of far-IR transmittance to determine the absorption coefficients in Ge:Ga with a large (100) stress, unstressed Ge:Ga, and Ge:Be detector materials. In the stressed sample the direction of propagation of unpolarized radiation was perpendicular to the axis of the stress. Since the dominant contribution to $\alpha(v)$ in the frequency range of interest is proportional to the acceptor concentration $N_A$, it is different in different detector materials. In Table I we list the values of $N_A$ and compensation ratio $K$ for our samples as determined from Hall effect measurements as a function of temperature.

Our measurements of $\alpha(v)$ can be easily scaled to any available detector or detector material by measuring the room temperature conductivity to determine $N_A$. For Ge:Ga we have the relation $N_A(\text{cm}^{-3}) = 2.8 \times 10^{15} \sigma_{300}(\Omega \text{ cm})^{-1}$. The origin of this convenient relation can be understood by expressing the conductivity as the product of the hole mobility $\mu$, the electronic charge $e$, and the hole density $p$, $\sigma = \mu e p$. The mobility of free carriers in Ge is limited by phonons at 300 K in the useful range of concentration, so is independent of $N_A$. Since the impurity states are ionized at 300 K, but excitation across the band gap can be neglected, $p = N_A$. Thus we have $N_A = \sigma/e\mu$. The same argument can be used for Ge:Be, except that the double acceptor Be yields two mobile holes at 300 K. As a result, $N_A = 1.4 \times 10^{15}/\sigma_{300}$ for Ge:Be.

Infrared absorption coefficients were determined from measurements of normalized sample transmittance made at 1.2 K with a Fourier transform spectrometer and bolometric detector. An example of the transmittance of Ge:Ga (with uniaxial stress) is shown in Fig. 2. Interference fringes which arise from parallel sample faces are clearly visible. The transmittance scale contains uncertainties due to the partial saturation of the bolometer when the sample was removed to obtain a reference spectrum. Changes in the optical path when a high-index medium was inserted or removed caused additional uncertainties. The most

Fig. 2. Far-infrared transmittance at 1.2 K of 1.45 mm of Ge:Ga material 1 with a large uniaxial stress along a (100) axis.

Fig. 3. Ratio of frequency-dependent absorption coefficients $\alpha(v)$ to acceptor concentration $N_A$ for (a) Ge:Ga sample 1 with infrared propagating perpendicular to a large (100) uniaxial stress, (b) Ge:Ga sample 1 with no stress, and (c) Ge:Be sample 3. Typical estimated errors are shown. In the region covered by dashed lines, the absorption is due primarily to transitions to bound states. The solid lines show absorption due primarily to the generation of free carriers. The application of a large stress in the (100) direction increases the peak value of $\alpha$ by a factor 3.
varies more slowly with frequency. The degenerate band of unstressed Ge:Ga evidently threshold.'

cross section falls rapidly with frequency above the state is analogous to the hydrogen atom, and the acceptor states for the nondegenerate band is that the absorption is dominated by transitions between bound states which do not cause a photocurrent and by a solid line above the threshold for photocurrent through the interference fringes at low frequencies, where absorption can be neglected, was then adjusted to equal the theoretical value $T = (1 - R)/(1 + R) = 0.47$.

The frequency-dependent absorption coefficient $\alpha(v)$ was computed from the measured $T(v)$, averaged over interference fringes, and the computed $R$ from the equation

$$\exp[-\alpha(v)d] = \frac{1}{2TR^2}[(1 - R)^4 + 4R^2T^2 - (1 - R)^2].$$  \hspace{1cm} (3)

This equation can be derived by adding the intensities of multiple reflections or alternatively by averaging the full expression \cite{6} over interference fringes in the limit $h/\alpha n \ll 1$. In this limit, $R$ is independent of frequency, even in the lossy region above threshold.

The measurements of $\alpha(v)$ shown in Fig. 3 were deduced from transmittance measurements on the samples listed in Table I. Relatively thin $d = 1.4$-mm samples were used to show clearly the interference fringes as in Fig. 2. Thicker samples were also used to emphasize the absorption. In each plot, $\alpha(v)N_A$ is given as a dashed line over the frequency range in which the absorption is dominated by transitions between bound states which do not cause a photocurrent and by a solid line above the threshold for photocurrent through the interference fringes where the cross section is dominated by transitions from the acceptor ground state to the band.

The transition region between these two limits is quite complicated and depends on $N_A$ through the broadening of bound state levels by interactions between acceptor centers. Measured values of $\alpha(v)N_A$ in unstressed Ge:Ga for $N_A = 1.2$ and $1.8 \times 10^{14}$ cm$^{-3}$ are the same above $110$ cm$^{-1}$ but vary by $15\%$ at $90$ cm$^{-1}$. The peak in the photoresponse occurs at $100$ cm$^{-1}$. The useful frequency range for Ge:Be detectors extends above $300$ cm$^{-1}$ where phonon absorption (that is not proportional to $N_A$) becomes important.\cite{9}

The large change in $\alpha(v)$ with stress arises from a comment. A uniaxial stress applied along the (100) axis of Ge lifts the degeneracy at the center of the valence band and reduces the binding energy of shallow acceptors such as Ga by a factor of 2 approaching 2. The utility of the stressed Ge detector arises from the resulting shift of the photoresponse to lower frequencies. The shallow acceptor state for the nondegenerate band is analogous to the hydrogen atom, and the cross section falls rapidly with frequency above the threshold. The cross section of the acceptor state for the degenerate band of unstressed Ge:Ga evidently varies more slowly with frequency.

The increase in $\alpha$ with stress arises from an increase in the absorption cross section which can be estimated from an increase in the area of the effective Bohr orbits. In zero stress the average value of $|\langle r |$ weighted by the probability density in the ground state\cite{12} is $a = 75$ Å. In a large (100) stress the wave function spreads and elongates in the direction of the stress\cite{14} so that $a'' = 129$ Å and $a' = 93$ Å. This picture leads us to expect an increase in $\alpha$ by a factor of $\sim 2$ for light propagating perpendicular to the stress axis, which is comparable to the observed effect.

Our measurements give the relationship between $\alpha$ and $N_A$. They do not tell us the optimum extinction length unless the optimum value of $N_A$ is known. Unstressed Ge:Ga detectors typically have $N_A \approx 2 \times 10^{14}$ cm$^{-3}$. Since the hopping contribution to the dark current depends on the wave function overlap in the direction of current flow, we can anticipate that the optimum $N_A$ will be somewhat smaller for stressed Ge:Ga detectors. We have used Ge:Ga with $N_A = 1.2 \times 10^{14}$ cm$^{-3}$ for stressed detectors, but the dark current has not yet been measured. Successful Ge:Be detectors with very low dark current\cite{15} have been made using Be concentrations $>7.5 \times 10^{14}$ cm$^{-3}$.

III. Design of Test Detectors

To determine the detector design with the best optical efficiency, it is necessary to compare optimized versions of each competing detector type. Since diffraction effects limit the validity of theoretical calculations, we must rely on a limited number of experimental comparisons. Comparisons between the responsivities of different detectors are meaningful indicators of optical efficiency only if the detectors are made from the same materials, have the same inter-electrode distance and the same kind of contacts, and are operated at the same temperature and bias. To achieve these conditions, we use detectors with a single inter-electrode separation $d = 0.5$ mm, which were cut from a single wafer of Ga:Ge whose acceptor concentration is very homogeneous, as determined from measurements of the room temperature conductivity. The entire wafer was implanted with $B^+$ ions, metalized, and annealed as described in Ref. 6 to insure contact uniformity. A portion of the wafer was left unmetallized to make a detector with transparent electrodes.

Two generic detector geometries are commonly used when the extinction length is an order of magnitude longer than the required pixel diameter. In one approach the detector is located in a metallic integrating cavity whose entrance aperture is determined by the required pixel diameter. The idea is that photons which are not absorbed by the detector on the first pass are given further opportunities after reflection from the cavity walls. The use of a cavity is thought to provide good absorption efficiency in a smaller detector with more uniform illumination. The performance of such cavities can be analyzed quantitatively in the geometrical optics approximation by computer ray tracing or by a statistical approach\cite{16} which assumes a random distribution of photons in the cavity. Accurate predictions are not possible with either ap-
proach for diffraction-limited pixel diameters, however, because diffraction effects are important. In practice, many favorite cavity designs exist, and there is little evidence to support preferences between them.

Figure 1(a) shows a 0.5- × 2- × 2-mm detector with electrodes on the large faces located in a brass cavity which has axial symmetry about the detector post. The cavity is designed to avoid parallel faces and to keep the area of the metal walls small. Experiments showed that the best response was obtained with the vertical position of the detector adjusted to be in line with the entrance aperture and the detector rotated so that reflections from its front face could not escape directly out of the aperture. A smaller 0.5- × 1- × 1-mm detector was installed in a cavity with similar proportions but smaller diameter.

The large cavity detector with metallized electrodes suffers from the fact that only a third of the detector surface area can accept photons. Truly transparent electrodes should improve the optical efficiency or reduce the required detector dimensions. Semitransparent electrodes made by $B^+$-ion implantation without metallization absorb significantly more than cavity walls or metallic electrodes. Measurements were made of the IR transmittance of a 0.5-mm wafer of sample 2 which was implanted on both sides and annealed according to the prescription in Ref. 6 but not metallized. The measured transmittance was fitted to a theory of the transmittance of a dielectric slab with the known value of $n$ and $\alpha(v)$ and with thin conducting films on both sides. The fit gave a sheet conductance for each implanted layer of 360 $\Omega/\square$. The IR transmittance of a single surface is 43%. The absorbance for a ray passing from vacuum to detector is 11% and for a ray passing from detector to vacuum is 45%. A large (2- × 2-mm) cavity detector was made from this material.

The second generic detector is rod shaped with a square cross section as shown in Fig. 1(b). The transverse dimensions are set by the pixel size, and the length is chosen to obtain efficient absorption. To keep the interelectrode distance small, the electrodes are located on lateral faces. The loss of photons from the sides of such detectors is small because of total internal reflection from the open Ge sides and the high reflectivity of the metallic electrodes. Losses in internal reflection from an implanted and metallized contact are expected to be much smaller than for the same implanted layer in a transparent contact because the metal boundary creates a null in the parallel infrared $E$ field close to the location of the implanted layer. For grazing incidence the loss is zero for a $E$ field perpendicular to a conducting sheet or surface.

The detector length required to absorb efficiently can be reduced by cutting the back face at an angle $\approx 20^\circ$ as shown in Fig. 1(b) and Fig. 4. Rays propagating parallel to the optic axis are then totally reflected at the back face. As shown in Fig. 4 these rays make a total of either three or four passes along the detector before radiation can escape. The detailed dependence of the average number of passes on detector length is

![Fig. 4. Two different optical paths through an end-fire detector showing (a) three and (b) four passes before the beam can escape.](image-url)

<table>
<thead>
<tr>
<th>Detector</th>
<th>Dimensions (mm$^3$)</th>
<th>Pixel Area (mm$^2$)</th>
<th>Responsivity (A/W)</th>
<th>Efficiency$^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cav-1$^a$</td>
<td>2 × 2 × 0.48</td>
<td>0.24</td>
<td>9.3</td>
<td></td>
</tr>
<tr>
<td>Cav-2$^a$</td>
<td>1.94 × 1.95 × 0.48</td>
<td>0.24</td>
<td>6.4</td>
<td></td>
</tr>
<tr>
<td>Cav-3$^b$</td>
<td>0.92 × 0.96 × 0.49</td>
<td>0.25</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>Ef-1</td>
<td>2.39 × 0.43 × 0.48</td>
<td>0.21</td>
<td>5.8 (8.7)$^c$</td>
<td>0.59 (0.89)</td>
</tr>
<tr>
<td>Ef-2</td>
<td>0.91 × 0.43 × 0.48</td>
<td>0.21</td>
<td>3.8 (5.0)$^e$</td>
<td>0.43 (0.57)</td>
</tr>
<tr>
<td>Rect-1</td>
<td>0.87 × 0.44 × 0.48</td>
<td>0.21</td>
<td>2.1 (3.0)$^e$</td>
<td>0.16 (0.23)</td>
</tr>
<tr>
<td>Cube-1</td>
<td>0.48 × 0.48 × 0.48</td>
<td>0.23</td>
<td>1.5 (2.1)$^e$</td>
<td>0.10 (0.14)</td>
</tr>
</tbody>
</table>

$^a$ Semitransparent electrodes.
$^b$ Metallized electrodes.
$^c$ (Estimated responsivity with an antireflection coating on the front surface.)
$^d$ Calculated from Eqs. (4) and (5).

![Fig. 5. Cross section of the test apparatus used to compare optical responsivities of far-IR detectors: a, light pipe; b, filter; c, roof mirror; d, apertures; e, end-fire photoconductive detector; f, blackened cone; and g, bolometric detector.](image-url)
quite complicated. To a good approximation, however, the average optical path inside the detector with a 20° bevel is 4.1× the average detector length.

Because the index of refraction \( n = 4 \) of Ge is quite large, this analysis remains valid for significant angles of incidence. Infrared incident with a focal ratio \( f/3 \) outside the detector, for example, forms an internal cone of rays with a half-angle of only 2.4° about the detector axis. Since the cutoff angle for total internal reflection is 14.5°, all such rays are totally reflected at the 20° back face.

The optical efficiency \( \epsilon_o \) of an end-fire detector of average length \( l \) and absorption coefficient \( \alpha(v) \) can be estimated from the approximate equation

\[
\epsilon_o = \frac{(1 - R)(1 - \exp(-\alpha(v)L))}{(1 - R) + R \exp(-\alpha(v)L)},
\]

where \( L = 4.1l \). The same equation is exact for a detector with a perpendicular backface, except that \( L = l \). Again, because of the large index for Ge, the reflection loss \( R = 0.36 \) from the detector surface is important. Antireflection coatings can be used to reduce this loss without any change in the cutoff angle for total internal reflection at the front face.

When an ideal antireflection coating is used on the front surface of the detector, Eq. (4) can be used for end-fire detectors if we set \( R = 0 \). When detectors with a perpendicular back face are antireflection coated on the front face, the optical efficiency is given by

\[
\epsilon_f = \frac{[1 - \exp(-\alpha L)][1 + R \exp(-\alpha L)]}{1 + R \exp(-\alpha L)}.
\]

IV. Detector Fabrication

Test detectors were prepared from a 0.5-mm thick slice of sample 2 whose properties are listed in Table I. The wafer was lightly etched, ion-implanted, gold-metallized, and annealed on both sides using the prescription in Ref. 6. The interelectrode separation was 0.48 mm. Square samples with nominal dimensions of \( 1 \times 1 \) and \( 2 \times 2 \) mm were cut from this wafer for cavity detectors. A \( 2 \times 2 \)-mm cavity detector was also cut from a section of the wafer that was implanted, but not metallized, so as to give semitransparent electrodes. Rods 0.5 mm wide were cut from the metallized material. These rods were cut to 0.5 and 1-mm lengths with perpendicular end faces, and both 1- and 2.5-mm average lengths with back faces beveled at 20°.

To avoid excessive handling of detectors after etching, the actual detector sizes were determined optically before etching, and the size reduction during etching was estimated from witness samples. Values of length, width, and interelectrode separation are listed in Table II. Each detector was mounted on a 0.34-mm diameter gold plated steel rod using Epo-tek H205 conducting epoxy19 for the metallized detectors and In solder for the unmetallized detector. An 0.13-mm copper lead was soldered with In to the other detector contact.

V. Experimental Detector Comparisons

The test apparatus shown in Fig. 5 was designed to provide accurate comparisons of the spectral responsivity of pairs of detectors. The \( f/1.5 \) IR beam from a Fourier transform far-IR spectrometer is chopped at 10 Hz and enters the apparatus through a metal light pipe labeled \( a \), which contains a black polyethylene low pass filter and a 1% NiCr neutral-density filter at \( b \). These filters were selected to give a photon rate of \( 5 \times 10^{10} \text{s}^{-1} \) from 100 to 300 cm\(^{-1} \) for an optical throughput of \( A\Omega = 10^{-4} \text{cm}^2 \). The metal roof mirror \( c \) divides the beam symmetrically, reflecting it horizontally to left and right. Two apertures labeled \( d \) are separated by a cavity coated with Ames 24E\( ^{20} \) optical black. The first aperture, which has a diameter of 1.7 mm and is 7.1 mm in front of the entrance to the detector, limits the field of view at the detector to \( f/4.2 \) or 0.045 sr. With pixel dimensions of 0.25 mm\(^2 \) this gives \( A\Omega = 2\lambda^2 \) at \( \lambda = 106 \mu m \). The second blackened aperture serves to reduce stray light. In the case of the cavity detectors, the hole in the cavity serves to define the detector acceptance area. It is located immediately behind the second blackened aperture. When endfire detectors were measured, a metal foil with a square hole etched in it was used immediately in front of the detector to define the acceptance area. Endfire detectors measured without this aperture gave 35% larger signals because of absorption on the sides of the detector. This absorption is quite efficient because the angles of incidence approach the Brewster angle. Figure 5 shows an endfire detector \( e \) mounted at the right backed by a blackened cavity \( f \) used to absorb stray light. This apparatus was equipped with thermometers and was surrounded with a blackened light-tight metal can immersed in LHe in a glass Dewar. This can could be either evacuated or filled with H\textsubscript{2} exchange gas.

This system was used for several different detector comparisons. The spectral responsivity of each of our photoconductive Ge:Ga detectors was compared with that of the detector Cav-2. Detectors were interchanged on several occasions to evaluate the small (≈5%) asymmetry of the apertures, and repeated measurements were made to test the reproducibility, which was within 5%.

The relative spectral responsivity of the photoconductive detectors was measured by replacing one detector by a composite bolometer with a metal film absorber, as shown as \( g \) in Fig. 5. The far-IR transmission of the composite bolometer has been measured and shown to be consistent with that expected for a 200-Ω/□ film which has an absorptivity of 50% independent of wavelength. The Ge:Ga photoconductor was operated in a vacuum at 3 K, and then the temperature was lowered to 1.2 K for a bolometric measurement with the same spectrometer output. The bolometer signal was used to normalize the spectral response of the photoconductor. Measurements of the absolute responsivity of photoconductive detectors were made as follows. The responsivity of the bolometer was determined using the standard procedure from the dc load curve and a measurement of the responsivity as a function of chopping frequency.23 This procedure is not as accurate as one involving a separate heater on the bolometer but...
has been shown to produce results with an accuracy of ±20% when used with bolometers with ohmic contacts. Once the electrical responsivity of the bolometer and its absorptivity were known, it was used to calibrate the responsivity of the other detectors by using a suitable mask to define the acceptance area of the bolometer.

VI. Summary and Conclusions

The results of our detector comparisons are shown in Table II. The largest responsivity was observed for Cav-1 which was a 2 × 2-mm² cavity detector with semi-transparent electrodes. The detectors Cav-2 and Cav-3, which were 2 × 2- and 1 × 1-mm² cavity detectors with metallized electrodes, gave progressively smaller responsivities. This is presumably because the absorption in the Ge becomes small compared with the other losses.

Two end-fire detectors Ef-1 and Ef-2 with beveled back faces were tested along with two detectors Rect-1 and Cube-1 with perpendicular back faces. All these detectors suffer a 36% reflection loss. We believe that a suitable antireflection coating can recover most of this loss but have not yet fabricated one. We, therefore, list both the measured responsivity and (in parentheses) the responsivity corrected to the case of no reflection at the front surface. The -2.5-mm Ef-1 has essentially the same corrected responsivity as Cav-1. The value of a beveled backface is clearly indicated by a comparison of Ef-2 and Rect-1, both of which are ~1 mm long.

The relative accuracy of these responsivity measurements should be better than ±10%. The absolute accuracy, however, is lower, perhaps ±30%. The absolute responsivity measurements were obtained with an operating temperature of 3.0 K and a bias voltage of 50 mV, where the responsivity was varying as the square of the bias voltage. The breakdown voltage was 170 mV. Although no noise measurements were made, it is believed that this bias is representative of that used in many experiments.

The optical efficiency $\epsilon_o$ of end-fire, rectangular, and cubic detectors was calculated from Eqs. (4) and (5) using a value of $\alpha = 2.27 \, \text{cm}^{-1}$ for sample 2 at 100 cm$^{-1}$. The calculated efficiencies given in Table II show the same qualitative trend as the measured responsivities. The ratio of the measured responsivity to the calculated optical efficiency is a measure of the success of the theoretical model. It is 9.3 ± 0.5 for the end-fire detectors and 14 ± 1 for the detectors with perpendicular back faces. This suggests that only two-thirds of the predicted benefit of the wedged back face are being realized.

We conclude that the long end-fire detector Ef-1 with antireflection coating will have a responsivity equal to our best cavity detector. It has a significantly smaller cross section for cosmic rays and is much easier to use with uniaxial stress and to assemble into close-packed 1- or 2-D detector arrays. Our choice for the optimum detector is thus the antireflection coated end-fire geometry with a length equal to 0.3–0.5 times $\alpha^{-1}$.

This work was supported in part by the Director, Office of Energy Research, Office of Basic Energy Sciences, Materials Sciences Division, and in part by NASA contract W-14,606 under Interagency Agreement, Office of Health and Environmental Research of the U.S. Department of Energy under contract DE-AC03-76SF00098.

All authors also work in the Lawrence Berkeley Laboratory.

References

of the Emperor penguin. They also will measure the average metabolic rate for the birds at the colony. With these data and those obtained in the King penguin study, the teams will develop better models for the impact penguins have on the southern oceans, calculate how efficiently growing chicks convert food into energy, and better understand how these species exploit the harsh environment in which they live.

Oceanography

One of the earth's largest sea–ice environments, the Weddell Sea, will be studied by a Woods Hole Oceanographic Institution scientist for information on the flow, origin, and seasonality of organic and inorganic particles in the open sea. The Weddell Sea, a deep embayment in Antarctica’s coastline, has an area of about three million square miles and lies southeast of the southern tip of South America.

Although recent research has helped clarify the distribution of carbon and other organic matter and sedimentation processes in the Antarctic continental shelf, such processes in open areas of the southern oceans are not well understood. As the ice edge retreats each summer, a set of unique circumstances is generated that may control sedimentation. One important question is whether particulate organic material produced in the open sea remains suspended or is dissolved under the ice during the austral winter.

This Weddell Sea Sediment Trap Experiment project is one of eight studies of that body of water to be conducted by U.S. and German oceanographers this season aboard the Polarstern, a West German icebreaker.

Oceanographers have worked since 1979 to describe the sediments that blanket the Antarctic sea floor and to relate the different types to glacial and oceanographic conditions. A Rice University scientist this season will lead an effort focusing on McMurdo Sound. This area was selected because it includes a variety of glacial marine environments in a relatively small and accessible shelf basin. The researchers are also interested in the origin of marine canyons on the Western side of the sound and the role they play in sediment transport to the ocean floor.

Working from the U.S. Coast Guard icebreaker Glacier during February 1987, researchers will take piston cores of sediments and conduct seismic profiling to examine the glacial history of the region and compare Quaternary Period glacial records from McMurdo Sound and the adjacent Ross Sea shelf. The Quaternary Period covers a time span going back 600,000 years.

Sediment cores will be made available to other investigators through the Antarctic Marine Geology Research Facility at Florida State University.