Implementation of a Self-Resetting CMOS 64-Bit Parallel Adder with Enhanced Testability

Wei Hwang, Senior Member, IEEE, George Diedrich Gristede, Pia Sanda, Shao Y. Wang, and David F. Heidel, Member, IEEE

Abstract—This paper presents a fast, low-power, binary carry-lookahead, 64-bit dynamic parallel adder architecture for high-frequency microprocessors. The adder core is composed of evaluate circuits and feedback reset chains implemented by self-resetting CMOS (SRCMOS) circuits with enhanced testability. A new tool, SRCMOS pulse analyzer (SPA), is developed for checking dynamic circuits for proper operation and performance. The nominal propagation delay and power dissipation of the adder were measured to be 1.5 ns (at 22 °C with \( V_{dd} = 2.5 \) V) and 300 mW. The adder core size is 1.6 × 0.275 mm². The process technology used was the 0.5-μm IBM CMOS5X technology with 0.25-μm effective channel length and five layers of metal. The circuit techniques are easily migratable to multigigahertz microprocessor designs.

Index Terms—Adder, CMOS, CMOS digital integrated circuits, dynamic logic circuits, high-speed integrated circuits, integrated circuit design, microprocessors, self-resetting CMOS (SRCMOS).

I. INTRODUCTION

A NUMBER of adder architectures recently have been implemented [1]–[11]. Most of these designs used conventional static CMOS circuit techniques. As performance targets become more aggressive, dynamic and mixed static-dynamic circuit techniques are increasing in popularity. The dynamic circuit techniques contain a number of basic features.

1) Dynamic circuits perform logic operations by conditionally precharging nodes.
2) All dynamic circuits need clock signals or local timing chains to precharge nodes.
3) The logic operation needs two subcycles to complete (precharge and evaluation).
4) Dynamic circuits have faster switching speed and less area than equivalent static CMOS implementations.
5) Dynamic circuits are more sensitive to layout geometries and noise (charge leakage and sharing, etc.).

Dynamic circuits can be implemented in many different ways, some of which are presented here. A first approach is the conventional domino CMOS circuit, shown in Fig. 1(a). It consists of a pulldown nMOS logic network, a precharge pMOS transistor, an evaluation nMOS transistor, and a static inverter with lever restorer (a half-latch circuit). The logic operation of this circuit can be divided into precharge and evaluation phases, which are controlled by a synchronous global clock signal. The domino circuit has the following major drawbacks.

1) The global clock distribution presents timing, power, and layout problems.
2) The noninverting property of the domino logic style makes its usage cumbersome.

A second approach is the conventional NORA CMOS circuit shown in Fig. 1(b). This circuit differs from the domino circuit in that the output inverter of the domino circuit has been replaced by a true single-phase clocked (TSPC) half-latch. The logic operation of this circuit is also divided into precharge and evaluation phases, which are controlled by a synchronous global clock signal. The NORA circuit has the following major drawbacks.

1) The global clock distribution presents timing, power, and layout problems.
2) A slow clock slope can lead to conductance overlap between nMOS and pMOS devices resulting in dc power dissipation.
3) The high output impedance of the TSPC half-latch leads to high sensitivity to noise and leakage.

In this paper, we present a third approach of asynchronous dynamic logic and circuit style. It is a new custom self-resetting CMOS (SRCMOS) circuit technique, as shown in Fig. 1(c). The advantages of SRCMOS circuit technique are:

1) no global clock and associated distribution problems;
2) separate evaluate and reset (precharge) paths;
3) self-reset by local timing chain;
4) fast cycle time and minimum delay;
5) pulse pipelined operation;
6) good testability.

In Section II, discussions of SRCMOS logic circuits and a SRCMOS binary carry-lookahead 8-bit adder architecture are presented. In Section III, the implementation of the dynamic binary carry-lookahead 64-bit parallel adder is described in detail with emphasis on the SRCMOS circuit design techniques. In Section IV, a description of the SRCMOS pulse analyzer (SPA) tool, which automates the design verification of SRCMOS circuits, is given. The fabricated adder and measurement results are presented in Section V. The summary and conclusion of this paper are given in Section VI.
II. SELF-RESETTING CMOS LOGIC CIRCUITS AND BINARY ADDER ARCHITECTURE

Asynchronous SRCMOS logic circuits operate by conditionally discharging dynamic storage nodes to evaluate the desired logic function and then resetting these nodes back to their original charged state by a local feedback timing chain instead of a global clock [12]-[17]. Fig. 2 shows the most basic SRCMOS logic gates (buffer, OR, AND, and XOR). Each gate consists of an n-logic tree, half-latch circuits, reset devices, and a diagnostic (static_evaluate) weak pMOS device. The n-logic tree is a parallel/series network of nMOS devices between ground and the inputs to the output inverters (the dynamic storage nodes). For logic gates with multiple outputs, the n-logic tree can be shared between the inputs to the output inverters. The half-latch circuit consists of a pMOS device with its gate connected to the output of the inverter and its drain connected to the top of the n-logic tree. This device is used to improve the standby noise margin of the circuit. The gate of the reset device is connected to the reset signal RN. This signal RN is generated by reset trigger circuitry that senses the evaluation of the logic gate and generates a reset signal that passes through a local feedback timing chain back to the logic gates that triggered it (discussed in the next section). It is also possible to have an n-channel reset device pulling the inverter output to ground as well with its gate connected to the complement of R (RN). This allows the output inverter(s) of the logic gate to be skewed for higher performance. The enhanced testability of the SRCMOS logic gates comes from the addition of a diagnostic device (D) with a gate connected to the global testing Static Eval signal. When Static Eval is active, the SRCMOS gates convert from precharged logic gates to static ratioed logic gates, enabling testability.

The generic self-resetting element has three states of operation: standby, evaluation, and reset. The standby state is achieved when power is first applied to the circuit or after the circuit has reset. The standby state is defined as all nodes in the circuit being in their inactive state. This includes the logic inputs being low, the tops of logic trees being high, and the reset signal R (RN) being high (low). The evaluation state starts when a combination of active high inputs creates a conduction path between the top of an nMOS logic tree node and ground. This forces the node at the top of the logic tree to its active low state and switches the output inverter to create an active high output signal. The active high output causes the reset trigger circuitry to switch to its active low state, which in turn triggers the start of the reset timing chain. The operation of this reset timing chain will be described in the next section. The reset state starts with R (RN) going active high (low) and the inputs to the logic tree returning to their inactive low state. Once all the nodes have been returned to their inactive, standby states, the circuit is ready to repeat the process of evaluation and reset.

The test modes have been dealt with up front by applying the SRCMOS diagnostic testing methodology. The typical SRCMOS circuit, which includes the test modes and test signals, is presented in Fig. 3. Two global test signals or
modes, “Reset” and “Evaluate,” have been defined to force circuits to their reset states or to inhibit resets, thereby keeping circuits in their evaluated states. Also, another global test signal or mode “Static_eval” has been defined, in which all circuits behave as static, instead of pulsed logic. Circuits can then be tested under burn-in conditions in Static_eval mode rather than in high-speed functional mode. Since in Static_eval mode all signals behave as static, so that glitches, other timing faults, and noise eventually die out, noise margin is of no concern, and circuits do not need to be specially engineered for burn-in conditions. The overall test modes and the states of the global test signals are given in Table I, where “Low” stands for ground and “High” stands for \( V_{dd} \).

In SRCMOS, there is a natural hierarchy level—the macro level—above the gate level. An SRCMOS macro includes a number of SRCMOS gates or blocks, and a local reset generation as shown in Fig. 4. The reset timing chain generator is triggered by one or more pulsed signals in the macro. A quasi-global approach is used to reset pulse generation and timing control circuits to reduce area overhead. Triggering options including simple ORing of single-rail signals and interlocking of signals from multiple paths. In any case, the reset timing chain generator must be triggered whenever the macro is activated. A delay reset timing chain, started by the trigger circuit, generates the required reset signals. One of these signals resets the trigger, so that the reset signals are self-terminating in normal operation. The reset generator may also include static inputs to force all reset signals on or off for test modes.

For the sake of simplicity, an 8-bit SRCMOS binary carry-lookahead-adder architecture will be introduced first. The block diagram of an 8-bit adder is shown in Fig. 5. All the building blocks described in this example are the basic circuits of any adder size [18]–[20].

The logic architecture for the 8-bit adder consists of an array of SRCMOS blocks that implement a carry lookahead with two-way merging that computes the carry into each bit position. The carry out of the most significant bit (MSB) and final sum of each bit position are needed to create the final result.

The adder consists of several basic building blocks implemented in SRCMOS circuits. The forward evaluation path of the adder core consists of a combination of a propagate/generate/zero generator circuit and a half-sum circuit, which is called a PGZ block, a PGZ buffer circuit (W), a PGZ merge circuit (PM), a carry-generator circuit and half-sum circuit (CGH), a carry-buffer circuit (B), a carry-merge circuit (CM), and a full-sum circuit (SUM). In addition to these basic building blocks, the adder consists of a feedback reset chain and includes as its building block a NOR trigger circuit, test mode circuit, and reset timing chain circuit.

The 8-bit self-resetting parallel binary adder, as shown in Fig. 5, consists of an array of SRCMOS blocks arranged in six rows of evaluation logic and one row of reset logic. The first row of evaluation logic consists of a carry-buffer circuit (B1), three-input carry-generator circuit (CGH), PGZ generator (PGZ) circuits receiving two binary inputs, denoted as \( a(0) \) to \( a(7) \) and \( b(0) \) to \( b(7) \), and carry input \( c(i) \). The \( i \) represents the \( i \)th bit position. Here, the bit position 0 is the
The PM4 circuit combines buffer and merge circuits, with the buffer circuits being inserted in the evaluation paths to maintain synchronization of pulses propagating in the adder pulse pipelined logic architecture. Here, the second row, from left to right, consists of carry-buffer circuits (B2), respectively connected in series with B1 and CGH circuits. A carry merge (CM2) is connected with CGH and PGZ circuits. A PGZ buffer (W2) circuit and a PGZ merge (PM) circuit are alternately connected to PGZ circuits and also respectively receive input signals, p\(^{(1)}\) and p\(^{(7)}\), from PGZ circuits. The PM2 circuit combines the orthogonal input signal coming from the merge tree to the right with the orthogonal input signal coming from the merge tree below to generate the orthogonal output signal pp\(^{(j)}\), which flows into the final carry block above. It should be noted that pp\(^{(j)}\), for simplicity, represents a tri-rail group of signals of pp\(^{(j)}\)/g\(^{(j)}\)/z\(^{(j)}\) at the \(j\)th bit position, and pp\(^{(j)}\) represents a tri-rail group of signals of pp\(^{(j)}\)/gg\(^{(j)}\)/zz\(^{(j)}\) at the \(j\)th bit position.

The third row of evaluation logic consists of carry buffer circuits (B3), respectively connected to B2 and CM2 circuits. The CM3 and W3 circuits, respectively connected to W2 and PM2 circuits. And the PM3 connected to two PM2 circuits. The CM3\((2)\) circuit receives orthogonal input from c\(^{(1)}\) and p\(^{(2)}\) to generate the orthogonal carry output signal c\(^{(2)}\) flow into final sum block above. Similarly, the CM3\((3)\) circuit receives input from c\(^{(1)}\) and pp\(^{(3)}\) to generate the orthogonal carry output signal c\(^{(3)}\) flow into the carry buffer block above. The PM3 circuit receives orthogonal tri-rail inputs from pp\(^{(5)}\) and pp\(^{(7)}\) and generate receives orthogonal tri-rail outputs pp\(^{(5)}\)/pp\(^{(7)}\).

The fourth row of evaluation logic consists of full-sum (SUM4) circuits B4, W4, PM4, and CM4. The SUM4 circuits are respectively connected to B3, CM3, and PGZ circuits and also respectively receive dual-rail input signals, c\(^{(in)}\), c\(^{(0)}\) to c\(^{(3)}\), and hs\(^{(l)}\) to hs\(^{(5)}\), from B3, CM3, and PGZ circuits. The SUM4 outputs are s\(^{(l)}\) to s\(^{(3)}\), where s\(^{(j)}\) represents dual-rail signal s\(^{(j)}/sn\(^{(j)}\). The PM4 circuit combines the orthogonal input signal pp\(^{(5)}\) coming from the merge tree to the right with the orthogonal input signal p\(^{(6)}\) coming from the merge tree below to generate the orthogonal output signal pp\(^{(5)}\)/p\(^{(6)}\), which then flow into the CM5 block above. The CM4 circuit receives orthogonal input from c\(^{(3)}\) and pp\(^{(5)}\)/pp\(^{(7)}\) to generate the orthogonal carry output signal c\(^{(7)}\) flow into carry buffer B5 block above.

The fifth row of evaluation logic consists of B5 and CM5 circuits. The B5 and CM5 circuits are respectively connected to B4, W4, PM4, and CM4. The B5 circuits also respectively receive dual-rail input signals, c\(^{(3)}\) and c\(^{(7)}\). The CM5 circuits receive orthogonal inputs respectively from c\(^{(3)}\) and p\(^{(4)}\), c\(^{(3)}\), and pp\(^{(5)}\), and c\(^{(3)}\) and pp\(^{(5)}\)/p\(^{(6)}\) to generate the orthogonal carry output signals, c\(^{(4)}\), c\(^{(5)}\), and c\(^{(6)}\), flow into final SUM6 blocks above.

The sixth row of evaluation logic consists of full-sum (SUM6) circuits. The SUM6 circuits are, respectively, connected to B5, CM5, and PGZ circuits. That combines the carry bits with half-sum bits to produce the final dual-rail sum outputs, denoted as s\(^{(4)}\) to s\(^{(7)}\), while the carry out, denoted c\(^{(out)}\), is the output from the B5 circuit.

The self-resetting path portion of the adder core is triggered by the NOR circuit. The NOR circuit is designed to control each input driving NMOS devices and is connected to tri-rail PGZ signals. When one of these inputs is activated, the NOR output will be driven low to trigger the reset timing chain. The adder in Fig. 5 shows a row of NOR circuits with their inputs connected to the second row of the outputs of the evaluation circuits, p\(^{(4)}\), pp\(^{(5)}\), p\(^{(6)}\), and pp\(^{(7)}\), and all their outputs connected together.

Next, we will present several examples of SRCMOS adder circuits in the transistor-level implementation. All of these circuits are identical with respect to the reset and testing devices but differ in the Boolean logic functions implemented by the n-logic tree. The Boolean logic functions of the basic building blocks of the adder core are summarized in Table II. The reset timing chain is generated from the feedback reset chain block of the adder core. Fig. 6 shows the transistor-level implementation of the propagate, generate, and zero and half-sum combined circuit PGZ. This circuit has inputs a\(^{(i)}\), an\(^{(i)}\), b\(^{(i)}\), and bn\(^{(i)}\), which are connected to the gates of NMOS devices in a logic tree that implements SRCMOS two-way XOR and AND logic gates to generate the p\(^{(i)}\), g\(^{(i)}\), and z\(^{(i)}\) signals. The p\(^{(i)}\) signal is buffered to generated the hs\(^{(i)}\) signal, and the g\(^{(i)}\) and z\(^{(i)}\) signals combine in an SRCMOS OR gate to generate the hsn\(^{(i)}\) signal and develop additional drive. Notice the presence of additional n-channel reset devices controlled by R1 to reset the p\(^{(i)}\), g\(^{(i)}\), and z\(^{(i)}\) outputs to ground. These reset devices allow for the driving inverters to be skewed. The strength of the half-latch is tuned to be one-
The gate of the diagnostic pMOS device is connected to the global testing Static_eval signal. When Static_eval is active, the SRCMOS gates convert from precharged gates to ratioed static logic gates.

The transistor implementation of the carry-generate circuit is in Fig. 7. In the top half of the circuit, the three inputs c_in (carry in), a_in, and b_in (operand in) combine in the n-channel logic tree to generate the cy_i (carry out) signal. The bottom half of the circuit generates the cyn_i (carry out complement) signal in the same way from cn_in (carry in complement), an_i and bn_i (operand in complements).

Fig. 8 shows the transistor implementation of the PGZ merge circuit. This circuit combines the orthogonal p_i/g_i/z_i input tri-rail signals from the merge tree to the right with the orthogonal p_j/g_j/z_j input tri-rail signals coming from the merge tree below to generate the group orthogonal pp_j/gg_j/zz_j output signals, which flow into the final carry block above. The output pp_j branch is generated from a two-way SRCMOS AND gate. The output’s gg_j and zz_j branches are generated from three-way SRCMOS area of interest (AOI) gates, respectively.

Fig. 9 shows the transistor implementation of the carry merge circuit to generate true and complement carry outputs, cy_i and cyn_i. The true carry output cy_i branch consists of a three-way SRCMOS AOI gate, which receives three inputs, p_i, c_i, and g_i. Similarly, the complement carry output cyn_i branch consists of a three-way SRCMOS AOI gate, which receives three inputs, p_i, cn_i, and z_i.

III. DYNAMIC 64-BIT PARALLEL ADDER IMPLEMENTATION

The 64-bit adder logic architecture is a carry-lookahead architecture with 2-bit group building blocks and thus requires six rows of merge logic to calculate the carry out of bit 0 (the MSB). The adder utilizes a pulse pipelined circuit architecture, which is implemented with SRCMOS circuits. Pulse pipelining is like wave pipelining except that a fully formed pulse data is propagated through the circuitry instead of just a single transition. A fast cycle time and minimum delay for each macro are achieved by using fast forward amplification of the leading edge of the pulse input signals followed by quick self-resetting of all dynamic nodes back to their standby state. The
forward amplification uses large devices in the critical path along with smaller devices for holding the standby state. The self-reset phase uses large devices, which subsequently turn off before a new cycle begins. When the circuit cycle time is too long, the reset circuits can be broken up into additional self-resetting pipeline macros [12]–[17]. Thus, the unique SRCMOS circuits make possible pulse-pipelined operation and good testability.

The block diagram of the carry-lookahead 64-bit adder is shown in Fig. 11, which consists of two different blocks. One is the forward evaluation path block (labeled as adder core) and the other is the reset-generation path block (RS1 and RS2, respectively). The forward evaluation path consists of many sets of resettable dynamic nodes. These node sets are reset by a block of reset pulse generation circuits, which generate a sequence of reset signals. The detailed design of the evaluation and reset path blocks is presented as follows.

The 64-bit-adder forward evaluation block is partitioned into eight rows of evaluation logic (rows 1–8) and two rows of reset-trigger logic (RR and RR8 shared with row 8), as shown in the block diagram of Fig. 11. The eight rows of evaluation consist of a first row of PGZ circuits, six rows of merge/carry logic (PM, CM, or buffer blocks) used in bit position 43-0, five rows of merge/carry logic used in bit position 54-44, four rows of merge/carry logic used in bit position 59-55, two rows of merge/carry logic used in bit position 63-60, and the final row of sum circuits. It should be noted that bit position 0 is the MSB, and bit position 63 is the LSB. The RR row of reset-trigger logic consists of identical three-input NOR circuits (RR) used in bit position 59-16 and dotted together to form a larger NOR to generate the reset-triggering Done signal. Row RR8 of reset NOR’s is integrated into the SUM8 circuit block used in bit positions 43-0. They are also dotted together to form a larger NOR to generate the reset-triggering DONE8 signal. The other major block for the adder is the reset-generation path block. This block consists of two subblocks, RS1 and RS2, which are triggered by the DONE and DONE8 signals, respectively. The dynamic outputs of the reset blocks are the reset pulses R1–RN7 and R8–RMUX, respectively, which reset the dynamic node sets in the forward evaluation path.

The first seven rows of the adder, with the exception of the last row, are reset with the timing chain generated from the RS1 block. A simplified illustration of the circuit showing the interaction between the forward and reset paths is shown in Fig. 12. The uppermost chain of circuits represents the forward circuitry performing the logic. Only four of the seven rows of circuitry are shown here due to length limitations. For simplicity, the pulldown trees are represented by a single transistor. An input pulse is shown to arrive into the input. This represents two inputs from the RA and RB registers. Below the forward path is the timing chain of inverters forming the reset path. The trigger devices that pull down the “done” line (labeled “done” signal) are part of the forward path evaluation but are shown in the reset loop to illustrate the transistors which control the reset of the dynamic nodes, reset of the reset circuitry and the width of the reset pulse. The output pulse width of row 7 grows but is less than 1500 ps. This allows for good pulse coalescence, but it is desirable to have a shorter pulse width at the macro boundaries. Thus, separate reset circuity (RS2) is used to reset the SUM8 blocks.

Fig. 13 is a circuit schematic of the dual-rail full-sum (SUM8) circuit. This SUM8 circuit represents the last row (row 8) of the adder. The binary inputs are cy(0), cy(1), hs(0), and hsn(id); and the sum output is s(0). The circuit also implements an XOR function of the binary inputs. However, this circuit is different from Fig. 10 in that SUM8 has a flip-flop that holds the signal arriving at input hs(0) from the PGZ circuit until it is ready to be evaluated with the cy(0) carry input. The trigger reset circuit is formed by a two-way NOR circuit, which receives signals as its inputs from the true and complement sum output signals. The output of NOR generates a DONE8 signal to trigger a reset timing chain (RS2 circuit), as shown in Fig. 14. Also, the reset signals RNFF, RN8, and R8 received by the SUM8 circuit are generated by the RS2 circuit in Fig. 14.

Fig. 12 also shows how the “Power-On/Reset” and “Evaluate” functions are added to the basic circuit. The Evaluate signal inhibits the reset. This block is defined as an “Inhibit Reset” block. If the reset is not inhibited, the reset signal is passed to the inverter circuit as well as returned over a feedback path as a “reset-reset” signal to the reset device. This feedback signal can be inhibited by an active Power-On/Reset so that the reset state can be maintained for testing purposes. Otherwise, the reset trigger is reset to its standby state to await another evaluation. The Power-On/Reset is implemented by being ANDed with the complement of the “reset” signal to hold the reset. This block is defined as a “Hold Reset State” block.

In the actual RS1 layout design, the inverters in the reset chain are arranged vertically so that their outputs are close to the reset lines they control. The layout is designed so that the inverters supplying signals—R1, RN1, R2, RN2, R3, and RN3—to rows 1, 2, and 3 are placed to the left of the corresponding rows. Rows 4 and 5 have their corresponding inverter signals—R4, RN4, R5, and RN5—placed above the first tier of SUM’s. Rows 6 and 7 have their inverters—R6, RN6, R7, and RN7—above the second tier, and the inverters driving row 8 are above the third tier. While the SUM4 and...
SUM6 reset signals are somewhat complex, they are still taken from the RS1 circuit, and the devices are sized accordingly. The reset timing for the SUM8 block is different. The SUM8 blocks in row 8 are reset with a separate reset circuit, RS2, as shown in Fig. 14. The actual RS2 reset schematic is almost the same as Fig. 12. This reset schematic also consists of a reset trigger, inhibit reset block, reset-reset feedback path, hold reset state block, and inverter timing chains RNFF, RN8, R8, RN9, RNMUX, and RMUX. Again, the reset chains are arranged vertically so that their outputs are close to the reset lines they control.

IV. SRCMOS PULSE ANALYZER—A CAD TOOL

In general, circuit designers are required as part of their design methodology verification process to spend considerable time checking transistor sizes and analyzing simulation waveforms manually. Many challenging problems can occur in the design of custom SRCMOS circuits. Such problems include:

- inadequate pulse-width-to-delay ratios;
- conduction “collisions” between reset devices and n-logic trees;
- inadequate circuit cycle times for pipelined operation;
- charge sharing, coupling, leakage, power supply, and substrate bounce noise.

To verify the design and “safe” operation of SRCMOS circuits, a new computer-aided design (CAD) tool, SPA, has been developed. This tool combines a detailed analysis of circuit topology with circuit simulation data (using either SPICE or AS/X circuit simulator) to automate many of the design methodology verification checks required for the successful design of SRCMOS circuits. The program checks for inade-
Fig. 13. SRCMOS full-sum circuit at row 8 (SUM8).

Fig. 14. Circuit schematic diagram of the reset timing chain of macro RS2.

TABLE III

<table>
<thead>
<tr>
<th>Feature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel Length $l_{eff}$ (μm)</td>
<td>0.25±0.08</td>
</tr>
<tr>
<td>Junction Depth $X_j$ (μm)</td>
<td>0.18</td>
</tr>
<tr>
<td>Gate Oxide (nm)</td>
<td>7</td>
</tr>
<tr>
<td>$V_{DD}$ (V)</td>
<td>2.5</td>
</tr>
<tr>
<td>$V_{TH}$/$V_T$ (V)</td>
<td>0.5/-0.55</td>
</tr>
<tr>
<td>MC Width/Pitch (μm)</td>
<td>0.5/1.0</td>
</tr>
<tr>
<td>M1 Width/Pitch (μm)</td>
<td>0.6/1.2</td>
</tr>
<tr>
<td>M2, M3, M4 Width/Pitch (μm)</td>
<td>0.9/1.8</td>
</tr>
<tr>
<td>M5 Width/Pitch (μm)</td>
<td>2.4/4.8</td>
</tr>
</tbody>
</table>

V. EXPERIMENTAL RESULTS

An experimental carry-lookahead 64-bit parallel SRCMOS adder macro, designed for a 2.5-V, 0.5-μm CMOS technology with 0.25-μm effective channel length and five layers of metal [21], has been successfully fabricated and tested. The technology features are summarized in Table III. The full adder core occupies an area of 1.6 × 0.275 mm². Adder chips were measured on one wafer using a checkerboard pattern with a carry_in bit. The minimum operating cycle time was measured around 2.19 ns. These cycle-time results were obtained with $V_{dd}$ set to 2.5 V; however, the actual on-chip voltage swing was approximately 2.3 V while operating at these speeds. The power dissipation was measured at 299 mW. The nominal propagation delay of the adder was measured to be 1.5 ns (at 22 °C with $V_{dd} = 2.5$ V). Fig. 15 shows the picoprobe waveforms for the input carry bit pulse and the output pulses, $s(63)$. Fig. 16 shows the picoprobe waveforms for the input carry bit pulse and the output pulses, $s(63)$, $s(55)$, and $s(3)$. The delay from input latch_out to $s(63)$, $s(55)$, and $s(3)$ are 0.81, 1.1, and 1.5 ns, respectively. Fig. 17 shows the experimental waveforms for the power supply $V_{dd}$ and ground line “droop” in the adder. It is shown that the power and ground bouncing noises are kept minimum. The overall 64-bit SRCMOS adder characteristics are summarized in Table IV. The adder macro is being migrated to advanced 0.25-μm CMOS technology with 0.12-μm effective channel length and
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